
Coreference and ModalityJeroen Groenendijk Martin StokhofFrank Veltmanillc/Department of PhilosophyUniversity of Amsterdam1 Static and Dynamic Interpretation1.1 Towards Dynamic InterpretationThe prevailing view on meaning in logical semantics from its inception at theend of the nineteenth century until the beginning of the eighties has been onewhich is aptly summarized in the slogan `meaning equals truth conditions'.This view on meaning is one which can rightly be labeled static: it describesthe meaning relation between linguistic expressions and the world as a staticrelation, one which may itself change through time, but which does notbring about any change itself. For non-sentential expressions (nouns, verbs,modi�ers, etc.) the same goes through: in accordance with the principle ofcompositionality of meaning, their meaning resides in their contribution tothe truth-conditions of the sentences in which they occur. In most cases thiscontribution consists in what they denote (refer to), hence the slogan canbe extended to `meaning equals denotation conditions'.Of course, although this view on meaning was the prevailing one foralmost a century, many of the people who initiated the enterprise of logicalsemantics, including people like Frege and Wittgenstein, had an open eye forall that it did not catch. However, the logical means which Frege, Wittgen-stein, Russell, and the generation that succeeded them, had at their disposalwere those of classical mathematical logic and set-theory, and these indeedare not very suited for an analysis of other aspects of meaning than thosewhich the slogan covers. A real change in view then had to await the emer-gence of other concepts, which in due course became available mainly underthe inuence of developments in computer science and cognate disciplinessuch as arti�cial intelligence. And this is one of the reasons why it took al-most a century before any serious and successful challenge of the view that1



meaning equals truth-conditions from within logical semantics could emerge.The static view on meaning was, of course, already challenged fromthe outside, but in most cases such attacks started from premises which arequite alien to the logical semantics enterprise as such, and hence failed tobring about any radical changes.An important development has been that of speech act theory, orig-inating from the work of Austin, and worked out systematically by Searleand others, which has proposed a radical shift from the proposition withits cognate truth conditions as the principal unit of analysis, to the speechact that is performed with an utterance. Here a move is made from the es-sentially static relationship between a sentence and the situation it depicts,which underlies the view that meaning equals truth conditions, to a muchmore dynamically oriented relationship between what a speaker does withan utterance and his environment. This is especially clear from the emphasisthat is laid on the performative aspects of speech acts.This development, however, did not succeed in overthrowing the staticlogical view, mainly because it turned out not to be a rival, but a companion:the speech act theory of Searle actually presupposes some kind of denota-tional theory of meaning as one of its components. Nevertheless, speech acttheory has been a major inuence on work in the logical tradition.In a similar vein the emergence of the arti�cial intelligence paradigmonly indirectly exercised some inuence on the logical tradition. When peo-ple working in this area began to think about natural language processingthey quite naturally thought of meaning in procedural terms, since, cer-tainly before the development of so-called declarative (`logic') programminglanguages, the notion of a procedure (or process) was at the heart of thatparadigm. This line of thinking, too, may be dubbed dynamic rather thanstatic, since a procedure is essentially something that through its executionbrings about a change in the state of a system. However, although this ap-proach has a straightforward appeal, it failed to overthrow the static view,mainly because the way it was worked out failed to address the issues thatare central to the logical semantics approach (viz., the analysis of truth andin particular entailment), and also because it lacked the systematic naturethat characterizes logical semantics.The real challenge to the static view on meaning in logical semanticshas come from within, from work on recalcitrant problems in logical seman-tics whose solution required a step beyond the static view on meaning.Already in the seventies several people had begun to explore a con-ception of meaning which involved the notion of change. Trying to deal with2



the many intricacies of context-dependence (such as are involved in presup-positions) Stalnaker suggested that in studying the meaning of an utterancewhat must be taken into account is the change it brings about in the hearer,more speci�cally in the information she has at her disposal (see Stalnaker1974). Although Stalnaker's conception of meaning has indeed a dynamic,rather than a static avor, it cannot quite count as a really dynamic notionof meaning after all, for Stalnaker's way of dealing with the dynamic aspectessentially leans on the static conception: he describes the change broughtabout by the utterance of a sentence in terms of the addition of the propo-sition the sentence expresses to the set of propositions that constitutes the(assumed) common information of speaker and hearer. But this uses thestatic notion of a proposition as the basic unit for the analysis of sentencemeaning.In a di�erent setting, that of philosophy of science, G�ardenfors devel-oped dynamic tools (see G�ardenfors 1984) for modeling the structure andchange of belief, in particular the process of belief revision.The real breakthrough, at least within logical semantics, occurred atthe beginning of the eighties when, at the same time but independently ofeach other, Kamp and Heim developed an approach that has become knownas `discourse representation theory' (see Kamp 1981; Heim 1982). Earlier,similar ideas had been put forward within di�erent traditions, such as thework on discourse semantics of Seuren within the framework of semanticsyntax (see Seuren 1985), and the work of Hintikka on game-theoreticalsemantics (see Hintikka 1983). In his original paper, Kamp describes his workexplicitly as an attempt to marry the static view on meaning of the logicaltradition with its emphasis on truth conditions and logical consequence, withthe procedural view emerging from the arti�cial intelligence paradigm withits appeal of dynamics. Instead of giving it up, both Kamp and Heim staywithin the logical tradition in that they want to extend its results, ratherthan re-do them.1.2 Dynamic semanticsOne particular way of formalizing the idea of dynamic interpretation is thefollowing. It is called `dynamic semantics' to distinguish it from other ap-proaches, since, as will become clear shortly, it places the dynamics of in-terpretation in the semantics proper. Unlike other approaches, such as dis-course representation theory, which makes essential use of representationalstructures in the process of dynamic interpretation, dynamic semantics lo-3



cates the dynamics of interpretation in the very heart of the interpretationprocess, viz., within the core notions of meaning and entailment.Very generally, the dynamic view on meaning comes to this: the mean-ing of a sentence is the change an utterance of it brings about, and themeanings of non-sentential expressions consist in their contributions to thischange. This description is general in at least two ways: it does not say whatit is that gets changed, and it does not say how such changes are broughtabout. As in the traditional view, most dynamic approaches start from theunderlying assumption that the main function of language is to convey in-formation. Hence, a slightly more concrete formulation can be obtained byreplacing in the slogan above `change' by `change in information'. But thisstill leaves a lot undecided: what is this information about, and whose in-formation is it? Here, the empirical domain that one is concerned with getsto play a role. For example, when one analyzes anaphoric relations betweennoun phrases and pronominal anaphors, the relevant information is that ofthe hearer about individuals that have been introduced in the domain andabout the binding and scope relations that obtain between them. When an-alyzing temporal relations in discourse, information concerns events, pointsin time, and such relations between them as precedence, overlap, and soon. In other cases, for example when describing information exchanges suchas question{answer dialogues, the information that is relevant is about theworld, and one has to keep track of both the information of the questionerand that of the addressee. When analyzing the way presuppositions func-tion in a discourse, another aspect is introduced: the information which thespeech participants have about each other's information.Leaving these distinctions and re�nements aside, and restricting our-selves to sentences, the dynamic view can be paraphrased as follows: `mean-ing is information change potential'. Per contrast, the static view can becharacterized as: `meaning is truth conditional content'.In line with this di�erence, it must be observed that in a static se-mantics the basic notion that occurs in the de�nition of interpretation isthat of information content, whereas in a dynamic system it is the notionof information change that is de�ned recursively. As is to be expected, dif-ferent views on meaning lead to di�erent views on entailment. In a staticsystem entailment is meaning inclusion. In a dynamic system there are sev-eral options. One that is rather natural is the following: a premise entails aconclusions i� updating any information state with the premise leads to aninformation state in which the conclusion has to be accepted. 4



The remainder of this paper is devoted to an analysis of a speci�c problemarea, which is not only of interest descriptively, but which also presents aninteresting theoretical challenge.The descriptive area is that of the interaction between inde�nites,pronouns, and epistemic modalities, a subject renowned for the many puzzlesit creates, including questions concerning identity of individuals, speci�cityof reference, and rigidity of names. Obviously, not all of these long-standingproblems can be studied in depth within the span of a single paper. Theaim is merely to show that the dynamic perspective suggests interestingnew solutions to some of them.The paper provides a dynamic semantics for a language of �rst ordermodal predicate logic. This system is meant to combine the dynamic seman-tics for predicate logic developed in Groenendijk and Stokhof 1991 with theupdate semantics for modal expressions of Veltman to appear. This com-bination is not a straightforward fusion of two distinct systems, but posessome interesting technical problems. Various people have studied this issue(see van Eijck and Cepparello to appear; Dekker 1992), and the present pa-per builds on their work. It tries to solve the problems in a di�erent way,by slightly adapting the original de�nition of existential quanti�cation indynamic predicate logic, and making use of the notion of a referent system,originally developed in Vermeulen to appear b.Natural language is not the primary target of the analyses providedbelow. However, it is a main source of inspiration, and the paper claims thatthe dynamic approach which is exempli�ed here using a logical language, canbe applied fruitfully to natural language, too. The long term aim is to comeup with a logical system which may function as a tool in the analysis ofnatural language meaning in much the same way as Montague's IL. Thepresent paper is meant as a step towards that goal.2 InformationIn dynamic semantics the meaning of a sentence is equated with its potentialto change information states. An implementation of this idea requires, amongother things, a speci�cation of the nature of information states. One generalconception of an information state is that of a set of possibilities, consistingof the alternatives which are open according to the information. The natureof the possibilities that make up information states depends on what theinformation is about. 5



2.1 Two Kinds of InformationNot all discourse serves the same purpose. Here, the focus on one suchpurpose: that of information exchange. Within this (limited) perspective,two kinds of information need to be distinguished.First, there is factual information, i.e., information about the world.In the end, that is what counts: to get as good an answer as possible to thequestion what the world is like is the prime purpose of this type of discourse.There are many ways in which information about the world can begathered: through perception, reasoning, recollection. One particular wayis by the use of language: linguistic communication. And this is what isat stake here: the interpretation of informative language use. This type ofdiscourse is primarily focussed on answering questions about the world. Butthe interpretation process brings along its own questions.When one is engaged in a linguistic information exchange, one alsohas to store discourse information. For example, there are questions aboutanaphoric relations that need to be resolved. This requires a mechanism tokeep track of the objects talked about and the information gathered aboutthem; a model of the information of other speech participants has to bemaintained; and so on.In the present paper the focus will be on discourse information ofthe �rst kind. Discourse information of this type looks more like a book-keeping device, than like real information. Yet, it is a kind of informationwhich is essential for the interpretation of discourse, and since the latter isan important source of information about the world, discourse information,indirectly, also provides information about the world.Information About the WorldInformation about the world is represented as a set of possible worlds, thoseworlds that given the information that is available still might be the realone. Worlds are identi�ed with complete �rst order models. Such modelsconsist of a set of objects, the domain of discourse, and an interpretationfunction. Relative to the domain of discourse, the interpretation functionassigns a denotation to the non-logical vocabulary of the language, individualconstants and predicates.In this paper it is assumed that language users know which ob-jects constitute the domain of discourse (although they may not know theirnames). Consequently, all possible worlds share one domain.1 Hence, a pos-1. In due course, this is an assumption one would like to drop. For normally, one is only6



sible world can be identi�ed with the interpretation function of a �rst ordermodel.Since they are identi�ed with (interpretation functions of) complete�rst order models, worlds are `total' objects. Information of language usersabout the world is characteristically partial. Partiality of information aboutthe world is accounted for by representing it as a set of alternative possi-bilities. Extending this kind of information amounts to eliminating worldswhich were still considered possible.Even taking into account the restriction to a �rst order language,this picture of information is very simple, and in many ways not `realistic'.An obvious alternative is to look upon information as a partial model ofthe world which is gradually extended as information grows. Or one mightcombine this more constructive approach with the eliminative approach as itwas sketched above. Such more constructive approaches, however, are tech-nically more complicated. For the purpose of the present paper, it su�cesto explore the simplest, the eliminative approach.Discourse InformationAs was said above, discourse information keeps track of what has been talkedabout. In the logical language at hand, it is the use of an existential quanti�erthat introduces a new item of conversation, a new peg. Pegs are formalobjects. One can think of them as addresses in memory, for example. Butit does not really matter what pegs are. The only thing that counts is thatthey can be kept apart, and that there are enough of them, no matter howmany things are introduced in a discourse. In what follows, natural numberswill be used as pegs. Pegs are introduced one by one in consecutive order,starting from 0.Variables are the anaphoric expressions of the logical language. To en-able the resolution of anaphoric relations, discourse information also keepstrack of the variables which are in use, and the pegs with which they are as-sociated. The use of a quanti�er 9x adds the variable x to the variables thatare in active use; it introduces the next peg, and associates the variable xwith that peg. This is how discourse information grows: extending discoursepartially informed about what there is. No deep technical issues are involved, the reasonfor the choice made here is convenience. As a matter of fact, the system outlined in thepresent paper deals with one particular way in which information is partial. There aremany others, which are equally interesting, but not all of the same nature. Some of thesewill be pointed out along the way. However, it will not do to try to deal with them all atonce in the scope of a single paper. 7



information is adding variables and pegs, and adjusting the association be-tween them.Linking the Two Kinds of InformationGathering discourse information is not an aim in itself, it is to serve thepurpose of gathering information about the world. To achieve this, discourseinformation is connected to information about the world. The two kinds ofinformation are linked via possible assignments of objects from the domainof discourse to the pegs (and hence, indirectly, to the variables associatedwith these pegs). In general, not every assignment of an object to a peg ispossible | both the discourse and the information that is available mayprovide restrictions |, but usually, more than one is.Getting better informed on this score is eliminating possible assign-ments. Suppose a certain assignment is the only one left with respect tosome world which is still considered possible. In that case elimination of theassignment brings along the elimination of the world. This is how discourseinformation may provide information about the world.2.2 Information StatesReferent SystemsIn the possibilities that make up an information state, the discourse infor-mation is encoded in a referent system,2 which tells which variables are inuse, and with which pegs they are associated:De�nition 2.1 A referent system is a function r, which has as its domaina �nite set of variables v, and as its range a number of pegs.If the number of pegs in a referent system is n, then the numbers m < n areits pegs.The use of a quanti�er 9x adds the variable x to the variables thatare in use, it introduces the next peg, and associates the variable x with thatpeg. The corresponding update of a referent system is de�ned as follows:De�nition 2.2 Let r be a referent system with domain v and range n.r[x=n] is the referent system r0 which is like r, except that its domain isv [ fxg, its range is n+ 1, and r0(x) = n.2. The use of referent systems was inspired by the work of Kees Vermeulen. See Ver-meulen to appear b, Vermeulen 1994a, chapter 3. 8



Note that it is not excluded that x is already present in v. This situationoccurs if the quanti�er 9x has been used before. In that case, even thoughthe variable x was already in use, it will be associated with a new peg. Thepeg that x was connected with before remains, but is no longer associatedwith a variable. This means that a referent system r is an injection.The main reason to allow for the possibility to re-use a quanti�er, isthat this is usual logical practice. But a case can be made that in naturallanguage things work in a similar way. A noun phrase such as `a man' intro-duces a new peg associated with that noun phrase. A subsequent anaphoricpronoun `he' would be linked to that same peg. If later on in the discourse thenoun phrase `a man' is used again, it should introduce a new peg and asso-ciate it with this occurrence of the noun phrase, and a subsequent anaphoricpronoun `he' would naturally be linked to this new peg. One could still referback to the �rst man, but not by using a pronoun, but rather by means ofa de�nite description, such as `the man I talked about earlier'.Associating a variable with a new peg is the prototypical way in whichthe discourse information encoded in a referent system is extended:De�nition 2.3 Let r and r0 be two referent systems with domain v and v0,and range n and n0, respectively.r0 is an extension of r, r � r0, i� v � v0; n � n0; if x 2 v then r(x) = r0(x)or n � r0(x); if x 62 v and x 2 v0 then n � r0(x).A referent system r0 is an extension of r i� (i) the variables which were in usein r are still in use in r0, but new variables may have been added to r0; (ii) r0has as least as many pegs as r; (iii) the variables that were in use already inr either remain associated with the same pegs in r0, or are associated withnew pegs, just as (iv) the variables in r0 which were not already in use in rare associated with new pegs.Note that a referent system r[x=n], as de�ned above, is always a realextension of r.PossibilitiesAbove a distinction was made between discourse information, informationabout the world, and a link between the two. These three ingredients arepresent in the possibilities, which in turn make up information states.
9



De�nition 2.4 Let D, the domain of discourse, and W , the set of possibleworlds, be two disjoint non-empty sets.The possibilities based on D and W is the set I of triples hr; g; wi, where ris a referent system; g is a function from the range of r into D; w 2W .The function g assigns an object from the domain of discourse to each pegin the referent system. The composition of g and r indirectly assigns valuesto the variables that are in use: g(r(x)) 2 D.The possibilities contain all that is needed for the interpretation ofthe basic expressions of the language: individual constants, variables, andn-place predicates.De�nition 2.5 Let � be a basic expression, i = hr; g; wi 2 I, with v thedomain of r, and I based upon W and D.The the denotation of � in i, i(�), is de�ned as:i. If � is an individual constant, then i(�) = w(�) 2 D.ii. If � is an n-place predicate, then i(�) = w(�) � Dn.iii. If � is a variable such that � 2 v, then i(�) = g(r(�)) 2 D, else i(�)is not de�ned.The �rst two clauses exploit the identi�cation of possible worlds with inter-pretation functions of �rst order models. If i(c) = w(c) = d, this means thatin world w in the possibility i the denotation of the name c is the object d.Similarly for predicates.The value of a variable is determined by the referent system and theassignment. It is the object assigned by g to the peg that is associated withx by the referent system r. Recall that variables are anaphors, hence theyneed antecedents: a variable will only be assigned a value if it has alreadybeen introduced in the domain of the referent system.Information StatesInformation states are subsets of the set of possibilities:De�nition 2.6 Let I be the set of possibilities based on D and W .The set of information states based on I is the set S such that s 2 S i�s � I, and 8i; i0 2 s: i and i0 have the same referent system.Variables and pegs are introduced globally with respect to information states.That is why an information state has a unique referent system. Instead of10



putting a copy of this single referent system in each possibility, it could alsobe introduced as a separate component. However, the present set-up makesthe de�nitions run more smoothly, and for the language of modal predicatelogic there is no di�erence.3An information state encodes information about the possible deno-tations of the expressions of the language. For example, the question who cis, what the denotation of the name c is, is settled in an information state ifin all worlds in the information state the denotation of c is the same. And,similarly, the question which objects have the property P is answered if inall worlds the denotation of P is the same. Note that in order to have theinformation that c has the property P , the questions who c is and whichobjects have P , need not be settled. It su�ces that in each world in eachpossibility the denotation of c in that world is in the denotation of P in thatworld. An information state also encodes information about the possiblevalues of variables. This information, too, is relative to possible worlds.Consider the existentially quanti�ed formula 9xPx. This conveys the in-formation that there is an object which has the property P . Updating aninformation state with this formula results in a state s in which the followingholds: in every possibility i = hr; g; wi in s the assignment g will assign tothe peg associated with x by r an object which in w has the property P . Ifthere is more than one object in w with the property P , then there will beseveral alternative possibilities i0 with the same world w, assigning di�erentobjects in the denotation of P in w to the peg associated with x.Thus, the typical situation is one in which the same world appears inseveral possibilities, which di�er in the assignments of objects to the pegs.With respect to the same world there may be di�erent possible assignmentsof objects to the pegs.2.3 Information GrowthIn dynamic semantics information states are used to de�ne the informationchange potential of expressions. The change brought about by (the utter-ance of) a sentence de�nes a relation between information states. Among thevarious relations between such states, the relation of extension (or strength-ening) is of primary importance.3. It could turn out to be the case that for a proper account of phenomena such asambiguity, di�erent alternatives regarding discourse information need to be distinguished,which would surface as di�erent referent systems in distinct possibilities. 11



AssignmentOne way in which information states can be extended is by adding variablesand pegs to the referent system, while assigning some object to them:De�nition 2.7 Let i = hr; g; wi 2 I; n the range of r; d 2 D, s 2 S.i. i[x=d] = hr[x=n]; g[n=d]; wi.ii. s[x=d] = fi[x=d] j i 2 sg.According to the second clause, assigning some object d in the domain ofdiscourse to a variable x in an information state s is a pointwise operationon the possibilities i in s. Given de�nition 2.2, the �rst clause boils downto this: the next peg is added to the referent system r of i, the variable x isassociated with this peg, and the object d is assigned to it.It will appear that this assignment procedure plays an important rolein the interpretation of existential quanti�cation.ExtensionInformation can grow in two ways: by adding discourse information, and byeliminating possibilities. Both are captured in the following de�nition:De�nition 2.8 Let i; i0 2 I; i = hr; g; wi and i0 = hr0; g0; w0i, and s; s0 2 S.i. i0 is an extension of i, i � i0 i� r � r0, g � g0, and w = w0.ii. s0 is an extension of s, s � s0 i� 8i0 2 s0:9i 2 s: i � i0.An information state s0 is an extension of state s if every possibility in s0 isan extension of some possibility in s. This means that in the new state someof the possibilities of the original state may have disappeared. These areproperly eliminated. Other possibilities, or one or more extensions of them,may re-occur.4A possibility i0 is an extension of a possibility i if i0 di�ers from iat most in that in i0 variables have been added and associated with newlyintroduced pegs, that have been assigned some object.4. It is worth noting that the de�nition of the extension relation between informationstates is largely independent of the particular contents of what constitutes the set ofpossibilities. For example, whether worlds are taken to be total objects, as is the case here,or partial ones, does not make a di�erence. Also, incorporating `higher-order' informationas such does not necessitate a change in the de�nition of extension. Generally speaking,what counts is that possibilities are constructed from sets of objects which are (partially)ordered. 12



A simple example. Suppose an information state s is updated withthe sentence 9xPx. Possibilities in s in which no object has the propertyP will be eliminated. The referent system of the remaining possibilities willbe extended with a new peg, which is associated with x. And for each oldpossibility i in s, there will be just as many extensions i[x=d] in the newstate s0, as there are objects d which in the possible world of i have theproperty P . So, it may very well happen that even though some possibilitiesare eliminated, the number of possibilities in s0 is larger than in s. Still,each possibility in s0, will be an extension of some possibility in s. Actually,every i0 in s0 will be a real extension of some i in s, hence s0 will be a realextension of s.If the resulting state s0 is subsequently updated with the atomic for-mula Qx, then all possibilities in s0 will be eliminated in which the objectassigned to the peg associated with x does not have the property Q. So, inthis case, the resulting state s00 is just a subset of s0: there is only eliminationof possibilities, no extension of them.The extension relation is a partial order. There is a unique minimalinformation state, the state of ignorance, in which all worlds are still possibleand no discourse information is available yet. This state, = fh;; ;; wi j w 2Wg, is referred as 0. Subsets of the state of ignorance are called initialstates. In such states there may be some information about the world (somepossible worlds are eliminated), but there is no discourse information yet.The maximal element in the extension ordering, 1 = ;, is called the absurdstate. It is the state in which no possibility is left. Less maximal, but morefortunate, are states of total information, consisting of just one possibility.SubsistenceSome auxiliary notions, which will prove useful later on, are the following:De�nition 2.9 Let s; s0 2 S; s � s0; i 2 s; i0 2 s0.i. i0 is a descendant of i in s0 i� i � i0.ii. i subsists in s0 i� i has one or more descendants in s0.iii. s subsists in s0 i� all i 2 s subsist in s0.It follows from the de�nition that if s subsists in s0, then s0 is an exten-sion of s0. This means that every possibility in s0 is an extension of somepossibility in s. But if s subsists in s0, it also holds that no possibility in sis eliminated. The state s0 may contain more information than s, but only13



in the sense that variables and pegs may have been added and have beenassigned some object. That is to say, whatever new information s0 contains,is discourse information, not information about the world. If two states havethe same referent system, then the one can only subsist in the other if theyare identical.By way of illustration, consider again the update of s with 9xPx. Theoriginal state s subsists in the resulting state s0 if there are no possibilitiesin s in which no object has the property P . In that case every i in s subsistsin s0, and there will be as many descendants i[x=d] of i in s0 as there areobjects d in i(P ).3 Updating Information StatesInformation states being de�ned, they can be put to use in providing adynamic interpretation for the language of modal predicate logic.A formula � of this language is interpreted as a (partial) function,[�], from information states to information states. Post�x notation is used:s[�] is the result of updating s with �, s[�][ ] is the result of �rst updatings with �, and next updating s[�] with  . Whether s can be updated with� may depend on the ful�llment of certain constraints. If a state s does notmeet them, then s[�] does not exist, and the interpretation process comesto a halt.De�nition 3.1 Let s 2 S be an information state, and � a formula of thelanguage. The update of s with � is recursively de�ned as follows:i. s[Rt1 : : : tn] = fi 2 s j hi(t1); : : : ; i(tn)i 2 i(R)g.ii. s[t1 = t2] = fi 2 s j i(t1) = i(t2)g.iii. s[:�] = fi 2 s j i does not subsist in s[�]g.iv. s[� ^  ] = s[�][ ].v. s[9x�] = [d2D(s[x=d][�]).vi. s[3�] = fi 2 s j s[�] 6= ;g.The update of an information state with an atomic formula eliminates thosepossibilities in which the objects denoted by the arguments do not stand inthe relation expressed by the predicate. The same holds for identity state-ments: those possibilities are eliminated in which the two terms do not de-note the same object. 14



The update expressed by an atomic formula may be partial. If oneof the argument terms of the formula is a variable that is not present inthe referent system of the information state to which the update is to beapplied, then its denotation is not de�ned, and hence the update does notexist. This source of unde�nedness percolates up to all the other updateclauses. If somewhere in the interpretation process a variable occurs thatat that point has not been introduced, then the whole process comes to ahalt.5 In calculating the e�ect of updating a state s with :�, s is updatedhypothetically with �. Those possibilities that subsist after this hypotheticalupdate are eliminated from the original state s.Updating a state with a conjunction is a sequential operation: thestate is updated with the �rst conjunct, and next the result is updatedwith the second conjunct. The update expressed by a conjunction is thecomposition of the updates associated with its conjuncts.If a state s is updated with 9x�, its referent system is extended witha new peg, and the variable x is associated with that peg. An object d isselected from the domain and assigned to the newly introduced peg. Thenthe state s[x=d] is updated with �. This procedure is repeated for everyobject d. The results are collected, and together make up the state s[9x�].The operator 3 corresponds to the epistemic modality might . Up-dating a state s with 3� amounts to testing whether s can be consistentlyupdated with �. If the test succeeds, the resulting state is s again. If thetest fails because updating s with � results in the absurd state, then s[3�]is the absurd state.The semantics just presented de�nes the interpretation of the formu-lae of the language in terms of their information change potential. Actually,they change information states in a particular way:Fact 3.1 For every formula � and information state s: s � s[�].In view of this observation the semantics de�ned above can properly becalled an update semantics. The interpretation process always leads to aninformation state that is an extension of the original state.Other logical constants can be introduced in the usual way. Calcula-5. This source of unde�nedness is a kind of presupposition failure. The presupposition isof a particular nature: the condition that a variable be introduced, can not be expressed inthe object language. It is a `meta'-presupposition concerning discourse information. Also,it cannot be accommodated. 15



tion of the de�nitions results in:Fact 3.2i. s[�!  ] = fi 2 s j if i subsists in s[�], then all descendants of iin s[�] subsist in s[�][ ]g.ii. s[� _  ] = fi 2 s j i subsists in s[�] or i subsists in s[:�][ ]g.iii. s[8x�] = fi 2 s j for all d 2 D: i subsists in s[x=d][�]g.iv. s[2�] = fi 2 s j s subsist in s[�]g.It is not possible to make a di�erent choice of basic and de�ned constantswhich leads to the same overall results. This can be seen as follows. Fromthe de�nitions of negation and the existential quanti�er it follows that anexistential quanti�er which occurs inside the scope of a negation cannot bindvariables outside its scope.Consider :9xPx. The negation eliminates all possibilities in whichthe denotation of P is non-empty. The change in the referent system of aninformation state s that takes place inside the hypothetical update of s with9xPx which is performed in calculating the update of s with :9xPx, is notinherited by the resulting state s[:9xPx]. Hence, the existential quanti�erno longer acts dynamically. This means that in general 9x� cannot be de�nedas :8x:�. For similar reasons conjunction cannot be de�ned in terms ofnegation and disjunction, or negation and implication.63.1 Consistency, Support, and EntailmentTruth and falsity concern the relation between language and the world.In dynamic semantics it is information about the world rather than theworld itself that language is related to. Hence, the notions of truth andfalsity cannot be expected to occupy the same central position as they do instandard semantics. More suited to the information oriented approach arethe notions of consistency and support.Two very simple observations concerning information exchange illus-trate this. No hearer will be prepared to update his information state witha sentence if the result would be the absurd state. And a speaker can onlyassert a sentence correctly if it does not constitute a `real' update in herinformation state.6. In some contexts, negation in natural language does not block anaphoric reference.See Groenendijk and Stokhof 1991, pp. 89{92, Groenendijk and Stokhof 1990a, pp. 37{47,Dekker 1993b, chapter 2 for discussion. 16



De�nition 3.2 Let s be an information state.i. � is consistent with s i� s[�] exists and s[�] 6= ;.ii. � is supported by s i� s[�] exists and s subsists in s[�].If � is consistent with s, this is often expressed by saying that s allows �.The notion of support is de�ned in terms of subsistence, and not, as onemight perhaps expect, in terms of identity. If s = s[�] then s supports �,but the converse does not hold.Consider a (non-absurd) information state s such that there is nopossibility in s containing a world in which the denotation of P is empty.Intuitively, such an information state should count as one which supportsthe sentence 9xPx. Nevertheless, as was indicated already above, in such astate s it will never be the case that s = s[9xPx], it will always hold thats[9xPx] is a real extension of s. However, the information added to such astate s is purely discourse information. In updating such a sate s with 9xPxno possibility, no possible world or possible assignment of objects to the pegsalready present in s is eliminated. This is precisely what is captured in thenotion of subsistence, and hence in the notion of support.Consistency and CoherenceThe observations about information exchange made above can be generalizedas follows. A sentence is unacceptable if there is not at least some state withwhich is consistent. And if a sentence is not supported by any non-absurdstate, which means that no speaker could ever sincerely utter it, then thatsentence is judged unacceptable, too.De�nition 3.3i. � is consistent i� there is some information state with which � isconsistent.ii. � is coherent i� there is some non-absurd state by which � is sup-ported.Note that coherence implies consistency. Concerning the acceptability of asingle sentence, it would su�ce to require coherence. Still, it is important todistinguish between these two notions if not just the acceptability of singlesentences is at stake, but the acceptability of a discourse, which may consistof a sequence of sentences possibly uttered by di�erent speakers in di�erentinformation states. 17



The acceptability of such a discourse minimally requires that one byone the sentences which make it up are coherent. But it would be wrong torequire that the discourse as a whole can be supported by a single informa-tion state.For example, one speaker might start a discourse uttering the sen-tence `It might be raining outside'. And a hearer may be able to happilycon�rm this. Another speaker, or even the same one after having openedthe blinds, can continue the discourse with `It isn't raining'. And the samehearer could easily be able to consistently update his state with this in-formation. So, the discourse as a whole is consistent. And each of its twosentences taken separately is coherent. Yet, without an intermediate changein information state, as can be caused by opening the blinds and lookingoutside, no single speaker can coherently utter the discourse as a whole.EntailmentThe properties of consistency and coherence present criteria for testing theadequacy of a proposed semantics. For the same purpose, the notion ofentailment is important, too. Entailment is not de�ned in the usual way interms of truth, but in terms of sequential update and support:7De�nition 3.4 �1; : : : ; �n j=  i� for all information states s such thats[�1] : : : [�n][ ] exists, it holds that s[�1] : : : [�n] supports  .A sequence of sentences �1; : : : ; �n entails a sentence  if whenever an infor-mation state is sequentially updated with �1; : : : ; �n, the resulting state isone which supports  , provided that along the way no free variables occurthat at that point have not introduced in the referent system.3.2 EquivalenceA suitable notion of equivalence may be expected to tell when two expres-sions can be substituted for each other in a meaning preserving way. Withinupdate semantics, meaning is preserved if the update e�ects are. This beingso, the usual de�nition of equivalence in terms of mutual entailment cannotbe used.For example, 9xPx and 9yPy mutually entail each other. Whenevera state s has been updated with 9xPx, there will be no possibilities left7. See van Benthem 1991a, Groenendijk and Stokhof 1991, Groenendijk and Stokhof1990b, Veltman to appear, for some discussion of other options. 18



containing a world in which there are no objects that have the property P .Any such state will support 9yPy. But, obviously, 9xPx and 9yPy cannotbe substituted for each other in all contexts, because although they alwayscontribute the same information about the world, they make di�erent con-tributions to the discourse information.Likewise, a characteristic feature of the dynamic entailment relationis that it allows for binding relations between quanti�ers in the premisesand variables in the conclusion. For example, 9xPx j= Px. And it also holdsthat Px j= 9xPx, because in any state s such that s[Px] exists, it willhold that after updating s with Px, the resulting state will support 9xPx.Nevertheless, the two formulae are not equivalent. Whereas an update with9x:Px ^ Px will always lead to the absurd state, replacing the secondconjunct Px by 9xPx yields a consistent sequence of sentences.On the other hand, the requirement that � and  always have thesame update e�ects, i.e., that [�] = [ ], would be too strong. Under such ade�nition, 9x9yRxy and 9y9xRxy would not be equivalent. The reason forthis is that the referent system of an information state not just keeps trackof which variables and pegs are present, but also of the order in which theywere introduced. After updating an initial state with 9x9yRxy, the �rst pegwill be associated with x, and the second with y, and only possibilities areleft in which the �rst peg stands into the relation R to the second. In casethat same state is updated with 9y9xRxy, things are the other way around.Still, in terms of the possible values of the variables x and y, things areexactly the same in both cases. Although s[9x9yRxy] and s[9y9xRxy] arenot the same, both states will allow and support exactly the same formulae.Similarly, updating a state with 9xPx and with 9xPx ^ 9xPx doesnot result in the same state. Consider the minimal state. After updating itwith 9xPx there will be only one peg present, associated with the variablex. If it is updated with 9xPx ^ 9xPx, there will be two pegs, and only thesecond is associated with the variable x, the �rst is no longer associatedwith a variable anymore. But, again, in terms of the possible values of thevariable x, things are the same, and both resulting states allow and supportthe same formulae.In view of this, in order for two formulae to be equivalent, it is notrequired that an update with either one of them always leads to exactly thesame result, but that the results are similar, where the notion of similarity isde�ned in such a way that it ignores di�erences between information stateswhich are irrelevant with regard to which formulae they allow and support.19



De�nition 3.5 Let i; i0 2 I; i = hr; g; wi; i0 = hr0; g0; w0i, with v and v0 thedomain of r and r0, respectively; and let s; s0 2 S.i. i is similar to i0 i� v = v0, w = w0, and 8x 2 v: g(r(x)) = g0(r0(x)).ii. s is similar to s0 i� 8i 2 s:9i0 2 s0: i is similar to i0, and 8i0 2 s0:9i 2s: i0 is similar to i.The notion of similarity robs the pegs of their identity. It does not matterwhat they are. The only thing that matters is what hangs on them: thevariables they are associated with, and the values these variables are assignedthrough their mediation.Why then have pegs to begin with? The question allows for severalanswers. In the present context the short answer is that they are useful. Pegsmake it possible to use an existential quanti�er more than once, and stillformulate the semantics as an update semantics. Without pegs, a properdynamic semantics for the existential quanti�er involves an operation ofdowndate, which throws away any information about possible values of thevariable involved. The introduction of such downdates complicates the for-mulation of the basic semantic notions. Another answer is the following.Consider a language (natural language?) without variables, or just a verylimited amount of them. Then an account of anaphora demands a devicelike that of pegs. Moreover, if a language has other means than pronouns toestablish anaphoric links (such as anaphoric de�nite descriptions), pegs arevery useful, too.8Similarity is an equivalence relation.De�nition 3.6 � �  i� for all information states s: s[�] is similar to s[ ].Under this notion of equivalence, 9x9yRxy and 9y9xRxy are equivalent, andso are 9xPx and 9xPx ^ 9xPx. And 9xPx and 9yPy are not equivalent,and neither are 9xPx and Px.8. See Groenendijk et al. to appear. See also Vermeulen 1994a, chapter 3 for a discussionof the syntactic and semantic roles of variables.
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4 Illustrations4.1 ModalityOrder MattersA characteristic feature of dynamic semantics, is that it can account for thefact that order matters in discourse. Consider:(1) It might be raining outside. [: : : ] It isn't raining outside.(2) It isn't raining outside. [: : : ] �It might be raining outside.Given the sequential interpretation of conjunction and the interpretation ofthe might-operator as a consistency test, the unacceptability of (2) is readilyexplained. After an information state has been updated with the informationthat it is not raining, it is no longer consistent with the information that itmight be raining. If, as in (1), things are presented in the opposite order,there is no problem.So, the di�erence between (1) and (2) is explained by the followingfact:9Fact 4.1 Whereas 3p ^ :p is consistent, :p ^3p is inconsistent.Note that the dots in example (1) are important. If they are left out, orreplaced by `and', one is more or less forced to look upon (1) as a singleutterance, of a single speaker, on a single occasion. But in that case, (1)intuitively is no longer acceptable. The following fact explains this:Fact 4.2 Although consistent, 3p ^ :p is incoherent.An utterance of a sentence is incoherent if no single information state cansupport it. Even though multi-speaker discourses are not explicitly intro-duced, the semantics explains that a discourse like (1) is only acceptable ifthe two sentences are uttered by di�erent speakers in di�erent informationstates, or by one and the speaker who has gained additional informationin between uttering the two sentences. Only if the two sentences are takenseparately, each of them can be coherent. And when the order in which theyare presented is as in (1) the sequence of the two sentences is also consistent,whereas in the order presented in (2) it is not.9. Propositional variables are zero-place predicates. De�nition 2.5 guarantees that if p isa zero-place predicate: w(p) 2 f0; 1g. 21



IdempotencyAnother way to look at the consistency and incoherence of 3p ^ :p is asfollows. Since 3p ^ :p is consistent, there are states that can be updatedwith it. But once a hearer has updated her information state with 3p^:p,she cannot con�rm what was said. For any non-absurd state s, s[3p ^ :p]does not support 3p ^ :p. This means that 3p ^ :p is not idempotent:Fact 4.3 3p ^ :p 6j= 3p ^ :p.And this, in turn, means that dynamic entailment does not have the propertyof idempotency.The reason behind this is the non-persistence of formulae of the form3�: a state s may support 3�, whereas a more informative state s0 maybe inconsistent with it. If the consistency test 3p succeeds in a situations, and a subsequent update with :p succeeds too, the state s[3p ^ :p] is areal extension of s. The information that s[3p^:p] contains in addition tothe information contained by s is the reason why 3p is no longer consistentwith s[3p ^ :p].The non-persistence of modal formulae also causes non-monotonicityof entailment:Fact 4.4 3p j= 3p but 3p;:p 6j= 3p.Commutativity, idempotency, and monotonicity also fail for reasons hav-ing to do with coreference rather than with modality. For example, whereas:Px^9xPx is consistent, 9xPx^:Px is not. And notice that :Px^9xPx isnot idempotent. Finally, although 9xPx j= Px, it holds that 9xPx;9x:Px 6j=Px.Modality and InformationIf one is told that it might be raining, this may very well constitute realinformation, on the basis of which one could decide, for example, to take anumbrella when going out. In many cases, a sentence of the form might-� willhave the e�ect that one becomes aware of the possibility of �. The presentframework is one in which possible worlds are total objects, and in whichgrowth of information about the world is explicated in terms of eliminationof possibilities. Becoming aware of a possibility can not be accounted forin a natural fashion in such an eliminative approach. It would amount to22



extending partial possibilities, rather than eliminating total ones. To accountfor that aspect of the meaning of might a constructive approach seems tobe called for.The present semantics merely takes into account that upon hearingmight-�, one checks whether one's information allows for the possibility that�. This does explain the following observation. Suppose again that one istold that it might be raining. And suppose furthermore that the informationone has tells that this is not so. Then, in all likelihood, one will not acceptthe remark just like that, one will start arguing. (`No! Look outside! Thesun is shining!'). It is this aspect of the meaning of might that is accountedfor by the semantics that was given above.If � is inconsistent with an information state s, updating s with 3�would result in ;. But one does not want to end up in the absurd state. Hence,if that threatens to happen, one does not just update one's information state,but one will start arguing with whoever tries to tell that 3�.One way to look upon this, is that epistemic modal statements such asmight-� are not primarily meant as providing information about the world assuch; they rather provide information about the information of the speaker.If a speaker utters might-� the hearer may infer, on the assumption thatthe speaker's utterance is correct, that his information is consistent with �.Since this type of higher-order information is left out of consideration here,this kind of update e�ect is not accounted for.Another possible update aspect of epistemic modal statements is thefollowing: In some situations might-� draws attention to a hypothetical pos-sible extension of one's information. Often this is done with the intention ofsaying something more about `what if'. An example is the following sequenceof sentences:(3) It might rain. It would ruin your blue suede shoes.10The e�ect of updating one's information state with this sequence of sentencesshould roughly be that it is extended with the conditional that if it rainsthe blue suede shoes one is wearing will be ruined, which could be a realupdate, and not just a consistency test.This phenomenon, which is known under the name of modal subordi-nation, is a central feature of the meaning of natural language modalities.(And, actually, it can be used as a �rst rate argument in favor of a dy-namic treatment of it.) Nevertheless, except for a slightly more elaborateddiscussion at the end of the next section, it is largely ignored in the present10. Just like stepping on them would. 23



paper. For the moment it su�ces to indicate that there is more to mightthan the semantics presented in this paper for the modal operator 3 covers.On the other hand, the observations made above may have made clear thatconsistency testing is indeed an essential ingredient of its meaning.114.2 Coreference and ModalityCoreferenceIt is a characteristic feature of dynamic semantics that an existential quanti-�er can bind variables outside its scope. The variable in the second conjunctof (4) is bound by the quanti�er in the �rst conjunct:(4) 9xPx ^QxA man is walking in the rain. He wears blue suede shoes.Let n be the number of pegs in an information state s. First, s is updatedwith 9xPx. Each possibility hr; g; wi 2 s will have as many possibilitieshr[x=n]; g[n=d]; wi as its descendants in s[9xPx] as there are objects d 2D such that d 2 w(P ). From those, the update with Qx eliminates thepossibilities i in which i(x) 62 i(Q).Exactly the same result is obtained when s is updated with:(5) 9x(Px ^Qx)There is a man walking in the rain who wears blue suede shoes.This equivalence is a basic fact of dynamic predicate logic:Fact 4.5 9xPx ^Qx � 9x(Px ^Qx).With the aid of the extended binding power of the existential quanti�er acompositional and incremental account of cross-sentential anaphora can begiven, and the same holds for donkey-anaphora, as is guaranteed by thefollowing equivalence:11. Consistency testing is an essential ingredient of might as an epistemic modality. Inthe present paper only epistemic modalities are treated. Although the information basednature of dynamic semantics may suggest otherwise, this is not a principled limitation.Alethic modalities can be added, making it possible to implement the Kripkean distinctionbetween metaphysical and epistemic necessity. For this purpose a set of metaphysicallypossible worlds must be added to each possibility. Di�erent possibilities may contain dif-ferent alternative sets of such worlds. In this way, one can account for the learnability ofwhat is metaphysically possible, necessary, and impossible. 24



Fact 4.6 9xPx! Qx � 8x(Px! Qx).These equivalences are the trade mark of dynamic predicate logic. Theymake it possible to translate the sentences in (6) and (7) into logical formulaewhich reect the structure of these sentences more transparantly than theirusual logical translation (8)(6) If a farmer owns a donkey he beats it.(9xPx ^ 9y(Qy ^Rxy))! Sxy(7) Every farmer who owns a donkey he beats it.8x(Px ^ 9y(Qy ^Rxy))! Sxy)(8) 8x8y((Px ^Qy ^Rxy)! Sxy)The equivalences stated above guarantee that the formulae in (6), (7) and(8) are logically equivalent.12Modality and CoreferenceModal operators are transparent to the extended binding force of existentialquanti�ers. In (9), the occurrence of the variable within the scope of themight-operator is bound by the quanti�er in the �rst conjunct:(9) 9xPx ^3QxIn this case, the second conjunct only tests whether there is at least onepossibility i 2 s[9xPx], such that i(x) 2 i(Q). If so, the test returns the statethat resulted from updating with 9xPx, if not, it gives the absurd state. Inparticular, this means that there may be possibilities i 2 s[9xPx ^ 3Qx]such that for no i0 2 s[9xPx ^ 3Qx] it holds that i(x) 2 i0(Q). In otherwords, among the possible values for x there may be objects d that do nothave the property Q in any of the worlds compatible with the information.As is to be expected, both (10) and (11) are inconsistent:(10) 9xPx ^3:Px(11) 9xPx ^38y:PyThis corresponds to the problematic nature of the following discourses:(12) There is someone hiding in the closet. [: : : ] He might not be hidingin the closet.12. For an extensive discussion of the analysis of donkey-anaphora in a dynamic setting,and a comparison with their treatment in the framework of discourse representation theory,see Groenendijk and Stokhof 1991. 25



(13) There is someone hiding in the closet. [: : : ] It might be that no-oneis hiding in the closet.The �rst discourse is unacceptable if the pronoun in the second sentence isinterpreted as anaphorically linked to the inde�nite in the �rst. The seconddiscourse is unacceptable unless the second sentence is looked upon as arevision or a correction of the information provided by the �rst sentence.Unlike (10) and (11) the following formula is not inconsistent:(14) 9xPx ^ 8y3:PyThe typical situation in which an information state supports (14), is whereit is known that someone is hiding in the closet, but where any informationon who it is, is lacking. That means that for any of the persons involved, itis consistent with the information that it is not that person who is hidingin the closet.More formally, suppose the domain consists of just two objects, andthat according to some information state just one of them has the propertyP , but that it does not decide which one it is. Then for each of these objectsit holds that it might not have the property P .Unlike (14), (15) is inconsistent:(15) 9x(Px ^ 8y3:Py)The brackets make a di�erence. In updating a state s with (15), some objectd is chosen, and s[x=d][Px ^ 8y3:Py] is performed. In all possibilities thatremain after updating s[x=d] with Px, d has the property P . But then8y3:Py will be inconsistent with s[x=d][Px]. And this holds for each choiceof d. Hence (15) is inconsistent.The fact that (14) is consistent, whereas (15) is not, means that dy-namic modal predicate logic lacks some features which characterize dynamicpredicate logic. It is no longer the case that 9x�^ and 9x(�^ ) are alwaysequivalent. This point may be elaborated.The Case of the Broken VaseImagine the following situation. You and your spouse have three sons. Oneof them broke a vase. Your spouse is very anxious to �nd out who did it.Both you and your spouse know that your eldest didn't do it, he was playingoutside when it must have happened. Actually, you are not interested in thequestion who broke the vase. But you are looking for your eldest son to helpyou do the dishes. He might be hiding somewhere.In search for the culprit, your spouse has gone upstairs. Suppose yourspouse hears a noise coming from the closet. If it is the shu�ing of feet, your26



spouse will know that someone is hiding in there, but will not be able toexclude any of your three sons. In that case your spouse could utter:(16) There is someone hiding in the closet. He might be guilty.9xQx ^3PxBut the information state of your spouse would not support:13(17) There is someone hiding in the closet who might be guilty.9x(Qx ^3Px)If the situation is slightly changed, and it is imagined that the noise yourspouse hears is a high-pitched voice, things are di�erent. Now, your spouseknows it can not be your eldest, he already has a frog in his throat. In thatcase your spouse can say (17).This also means that if your spouse yells (17) from upstairs, you canstay were you are, but if it is (16), you might run upstairs to check whetherit is perhaps your aid that is hiding there.So, there is a di�erence between (16) and (17),14 and the semanticsaccounts for it:Fact 4.7 9xPx ^3Qx 6� 9x(Px ^3Qx).For 9xPx ^3Qx to be supported by an information state s, it is su�cientthat in any possibility in s the denotation of P is not empty, and that thereis at least one possibility in which an object which has the property P alsohas the property Q. In particular, this leaves open the option that thereis some possibility such that the object(s) satisfying P in that possibilityfail to have the property Q in any possibility. This is why in the example,your spouse can correctly utter (16) in case it is possible according to theinformation of your spouse that your eldest is hiding there, whereas yourspouse knows that he cannot be guilty of breaking the vase.If a state s supports 9x(Px^3Qx), the following holds. In any pos-sibility in s the denotation of P is not empty. Moreover, at least one of theobjects which in a possibility satisfy P must satisfy Q in some possibility.This excludes the option that there is some possibility such that the ob-ject(s) satisfying P in that possibility fail to have the property Q in anypossibility. This is why your spouse can only correctly utter (17) in case the13. Note that the interpretation of (17) that is relevant here, is marked by a speci�cintonation contour, which has stress on `closet'. If the stress is on `might', a di�erentinterpretation results, which is the same as that of (16), or so it seems.14. Thanks to David Beaver for pointing this out. 27



information state of your spouse does not allow for the possibility that youreldest is hiding in the closet.A similar observation applies to the following pair of examples.(18) If there is someone hiding in the closet, he might be guilty.9xQx! }Px(19) Whoever is hiding in the closet might be guilty.8x(Qx! }Px)Take the same situation again. Only in case your spouse heard some high-pitched voice, (19) is a correct utterance. In the other case, (19) is notsupported by the information state of your spouse, and only (18) is left.Fact 4.8 9xQx! }Px 6� 8x(Qx! }Px).These facts are signi�cant for at least two reasons. First, unlike in the pred-icate logical fragment of the language, in the full language it makes a di�er-ence whether a bound variable is inside or outside the scope of the quanti�erthat binds it. Secondly, since in any static semantics a variable can only bebound by a quanti�er if it is inside its scope, it can never account for suchdi�erences.Two featuresThere are two features of the proposed semantics which together are respon-sible for this result. The �rst is that the consistency test performed by themight-operator not only checks whether after an update with the formulafollowing the might-operator there will be any worlds left, but also whetherthere will be any assignments left. Thus, even in a situation in which knowl-edge of the world is complete (or irrelevant), epistemic quali�cation of astatement may still make sense. Example:(20) 9x(x2 > 4) ^3(x > 2) ^3(x < �2)Consider the world that results when the the operations and relations men-tioned in (20) are given their standard interpretation in the domain of realnumbers. In that case (20) will be supported by any state consisting ofpossibilities in which only this world �gures.The second feature is that existential quanti�cation is not interpretedin terms of global (re-)assignment. Global reassignment, which would givewrong results, reads as follows:s[9x�] = ([d2Ds[x=d])[�] 28



Updating with 9x3Px would output every d 2 D as a possible value for x, aslong as there is some d that in some world compatible with the informationhas the property P . The present de�nition reads:s[9x�] = [d2D(s[x=d][�])Updating with 9x3Px outputs as possible values of x only those d such thatin some w compatible with the information in s, d has the property P in w.If 3Px is within the scope of 9x, the consistency test is performed one byone for each d 2 D, and those d are eliminated as possible values for x forwhich the test fails.15Modalities de Dicto and de ReNote that there is a di�erence between 9x3Px and 39xPx. Like negation,modal operators block the binding of quanti�ers inside their scope. An up-date of a state s with 39xPx only tests whether there is some possibilityin s in which the denotation of P is non-empty. If so, s[39xPx] = s, if nots[39xPx] = ;. In calculating s[39xPx], a hypothetical update of s with9xPx is performed. But apart from the question whether s[9xPx] leads tothe absurd state or not, the e�ects of this hypothetical update are ignored.In particular, the extension of the referent system of s with a new peg asso-ciated with x is not inherited by the update of s with 39xPx as a whole.This is why the quanti�er inside the scope of the modal operator has nobinding force outside the scope of that operator.In case the consistency test 39xPx fails, not only 39xPx, but also9x3Px leads to the absurd state. In case the test 39xPx succeeds in a states, s[9x3Px] is a real extension of s[39xPx] = s. But the additional infor-mation only concerns discourse information: s subsists in s[9x3�]. Although39xPx and 9x3Px are not equivalent, they do entail each other.16The unacceptability of the discourse in (21) squares with the factthat the existential quanti�er inside the scope of 3 in the �rst conjunct ofthe formula in (21), does not bind the variable in the second conjunct:(21) It might be the case that someone is hiding in the closet. �He brokethe vase.15. It is these two features which distinguish the present system from the one de�ned invan Eijck and Cepparello to appear.16. Of course, when the assumption that the language users know which objects constitutethe domain of discourse is dropped, 39xPx and 9x3Px are not only non-equivalent, butit also does not hold anymore that 39xPx entails 9x3�. 29



39xPx ^QxHowever, there are also cases that seem to point in a di�erent direction:(22) It might be the case that someone is hiding in the closet. It might bethat he broke the vase.39xPx ^3QxHere, it seems, the pronoun in the second sentence can be interpreted asanaphorically linked with the inde�nite in the �rst sentence. However, inthe present semantics, the variable in the second conjunct is not bound bythe quanti�er in the �rst.Modal SubordinationThere is a notable di�erence between the discourses in (21) and (22): whereasthe second sentence in (21) is in the indicative mood, the second sentence in(22), like the �rst, is a modal statement. The discourse in (22) is a typicalexample of what Roberts called `modal subordination'.17 The possibility ofanaphoric linking between an inde�nite embedded in a modal statement anda pronoun in a subsequent sentence, seems to be restricted to cases wherethe latter has a similar modal force.As it stands, the analysis of modality and coreference presented here,does not account for the phenomenon of modal subordination. But it is nottoo di�cult to see in which way the framework could be extended to be ableto deal with it. Consider the well-known example:(23) A wolf might come in. It would eat you �rst.Intuitively, what this little horror story tries to tell the hearer is, �rst of all,that there are possibilities in which a wolf comes in; and, secondly, that inevery such possibility she is the �rst to be consumed by the ferocious animal.In e�ect, the second sentence provides the information also conveyed by `Ifa wolf comes in, it will eat you �rst'.The �rst sentence is of the form 39xPx. What is needed to interpretthe second sentence is to keep track of the hypothetical update of the originalstate s with 9xPx, which is involved in the consistency test constituted bythe �rst sentence. The second sentence is of the form would Qx, where itsmood indicates that, in addition to the original state s, the hypotheticalstate s[9xPx] must be taken into consideration. Updating with the secondsentence involves a further hypothetical update of s[9xPx] with Qx. Finally,the interpretation of the modal operator would e�ectuates the elimination17. See Roberts 1987; Roberts 1989 for extensive discussion. 30



of those possibilities in s which subsist in s[9xPx], but the descendants ofwhich do not subsist in s[9xPx][Qx]. So, the end result can be a real updateof the original state, where the less frightening possibilities where a wolfcomes in and eats someone else �rst, or even better, eats no one at all, areeliminated. (But look at it from the bright side: The best of all possibleworlds in which no wolf comes in are not eliminated!)To make an analysis like this work the framework needs to be ex-tended in such a way that within the update procedures intermediate hy-pothetical states are rememberded, rather than immediately forgotten.18Roughly speaking, if the next sentence is in the indicative mood, such hypo-thetical states can be removed from memory; if the next sentence is a modalstatement, this signals that if such hypothetical states are in memory, theycan be put to use, where the particular modality involved, determines theway in which they should be used.Once the framework has been extended along these lines, not only thediscourse in (23) can be handled, but also the earlier example (22) poses noproblem anymore. In interpreting 39xPx^3Qx in a state s, the consistencytest 3Qx could be performed with respect to the hypothetical state s[9xPx].The overall e�ect would be the same as in case of performing the singleconsistency test 3(9xPx^Qx). (Of course, 3�^3 in general would stillnot be equivalent with 3(� ^  ).)Note that once modal subordination has been accommodated, the dif-ference between 39xPx and 9x3Px becomes even more apparent. Considerthe following examples:(24) It might be the case that there is someone hiding in the closet. �Buthe might also not be hiding in the closet.39xPx ^3:Px(25) There is someone who might be hiding in the closet. But he mightalso not be hiding in the closet.9x3Px ^3:PxIn case of (24), the pronoun in the second sentence can only be interpretedas anaphorically linked to the inde�nite under the scope of might in the18. An extension along these lines is presented in Zeevat 1992, where it is applied in ananalysis of presupposition accommodation. Non-local accommodation of presuppositionsalso requires keeping track of (part of) the update history. Furthermore, it seems worth-while to investigate whether, as an alternative to the analyses provided in Groenendijkand Stokhof 1990a; Dekker 1993b, anaphoric binding across negation and other `externallystatic' operators, can be accounted for in this manner as well. 31



�rst sentence, if one interprets the second sentence as modally subordinatedto the �rst. But as was pointed out above, under such an interpretation39xPx^3:Px means the same as 3(9xPx^:Px). The obvious inconsis-tency of the latter explains the unacceptability of the discourse in (24).As for (25), since the inde�nite has scope over might, the pronouncan be anaphorically linked to it without taking recourse to modal subor-dinationt. (In fact, because the modal operator is inside the scope of theexistential quanti�er, it seems that the �rst sentence of (25) does not countas a modal statement; and hence, the possibility of modal subordinationdoes not even arise.) And, to be sure, the semantics as it is presented hererenders (25) coherent and consistent, thus explaining the acceptability ofthe discourse in (25). Any state in which there is at least one possibility inwhich there is some object d that has the property P and some possibility inwhich this object d does not have the property P supports 9x3Px^3:Px.5 Identity and Identi�cationConsider the following example:(26) Someone has done it. It might be Alfred. It might not be Alfred.9!xPx ^3(x = a) ^3(x 6= a)9x!Px is used as an abbreviation for 9xPx ^ 8y(Py ! y = x). 9x!Pxexpresses that there is precisely one object with the property P .The sequence of sentences in (26) is coherent, and hence consistent.If it is continued with (27), everything remains consistent. But viewed as asingle utterance, (26) followed by (27) would be incoherent.(27) It is not Alfred. It is Bill.(x 6= a) ^ (x = b)There are several situations in which (26) can be coherently asserted. Oneis the situation in which the speaker is acquainted with the person whodid it, but does not know his name | his name might be Alfred, his namemight not be Alfred. In this case the question who did it is decided in theinformation state of the speaker: in every possibility, the denotation of thepredicate P is the same single object from the domain of discourse. Whatis not decided in the information state of the speaker is the denotation ofthe name a. But if the information state supports (26), then in at least onepossibility the denotation of a is the object that according to the informationof the speaker constitutes the denotation of P . 32



However, also the opposite case, in which the speaker does knowperfectly well who is called Alfred, is possible. In that case the sentencereports that the question is still open whether or not this person did it. Atypical example of a situation like this, not involving a name but a deicticpronoun, is this:(28) Someone has done it. It might be you. But it might also not be you.9!xPx ^3(x = you) ^3(x 6= you)This is consistent and coherent, as the hearer probably would like it to be.In ordinary modal predicate logic, the means for an adequate repre-sentation of the discourse in (26) or (28) are lacking. In ordinary (modal)predicate logic variables can not be bound unless they are in the scope ofa quanti�er. So, one would have to add brackets to achieve the requiredbinding:(29) 9x(Px ^3(x = a) ^3(x 6= a))But in case a denotes the same object in every possible world, (29) is ren-dered inconsistent by any modal system, including the present one.The examples (26) and (29) show once more that whether a boundvariable occurs inside or outside the syntactic scope of the quanti�er thatbinds it can make a crucial di�erence. The latter type of binding is a typicalfeature of dynamic semantics. So, it seems that an account of the consistencyof (28) calls for a dynamic set-up.195.1 Identi�cation and Identi�ersConsider the following example:(30) 9!xPx ^ 8y3(x = y)Someone has done it. It might be anyone.Intuitively, (30) is an acceptable discourse. Formally, (30) is coherent andconsistent. An information state supports (30), if it is known that just oneobject has the property P , but one has no idea which object it is.Actually, under the assumption that the domain consists of morethan one object, (30) entails 8y3(x 6= y). There is no static system in which8y3(x 6= y) is consistent. In the present dynamic system it is.Like (30), (31) expresses an ultimate form of non-identi�cation:(31) 8x3(x = a) ^ 8x3(x 6= a)19. But note that such a set-up is at best necessary, but not su�cient. For example, thesystem of dynamic modal predicate logic proposed in van Eijck and Cepparello to appearrenders (28) inconsistent. 33



Anyone might be Alfred. Anyone might not be Alfred.If an information state supports (31), it is not known of which object a isthe name.Sometimes more information is available.De�nition 5.1 Let � be a term, s 2 S.i. � is an identi�er in s i� 8i; i0 2 s: i(�) = i0(�).ii. � is an identi�er i� 8s:� is an identi�er in s.If a term � is an identi�er in an information state s, then s contains theinformation which object � denotes (or, who � is, in at least some sense of`knowing who'20). If � is not an identi�er in s, then there is at least somedoubt about which object � refers to.A term is an identi�er per se if no matter what the information stateis, it cannot fail to decide what the denotation of the term is.Whether or not a term is an identi�er in an information state can betested:Fact 5.1 Let � be a term which di�ers from x.i. � is an identi�er in s i� s supports 8x(3(x = �)! (x = �)).ii. � is an identi�er i� j= 8x(3(x = �)! (x = �)).Identi�ers are epistemically rigid designators:Fact 5.2 Let � and � be identi�ers.i. j= 3(� = �)! (� = �).ii. j= (� = �)! 2(� = �).Leibniz' LawOne more aspect in which the present dynamic modal logic di�ers fromstandard ones appears if one takes a look at what happens with Leibniz'law:Fact 5.3 If s supports a = b, then s[�(a=x)] = s[�(b=x)](Here, �(a=x) is the formula which is obtained from � by substituting a forfree occurrences of x in �.)20. Which are many. Cf. Bo�er and Lycan 199; Hintikka and Hintikka 1989. 34



What this observation expresses is that as soon as one knows thata = b, �(a=x) and �(b=x) get the same meaning. In particular, it holds that:�1; : : : ; a = b; : : : ; �n j=  (a=x) i� �1; : : : ; a = b; : : : ; �n j=  (b=x)In a standard modal semantics this holds only if a and b are rigid. In thepresent system it holds for all names, whether they are identi�ers or not.However, since it does not generally hold that 3(a = b) j= a = b, it does notfollow that:�1; : : : ;3(a = b); : : : ; �n j=  (a=x) i� �1; : : : ;3(a = b); : : : ; �n j=  (b=x)Counterexample: 3(a = b);3(a 6= b) 6j= 3(b 6= b)5.2 Why Identi�ers are NeededIdenti�ers are needed. Otherwise, if one starts from a state of ignorance, onecan never really �nd out who is who, in the sense of coming to know thenames of the objects one is talking about.Suppose one starts out in a state of ignorance. Consider a situationwith a domain of discourse consisting of just two individuals. Let a and bbe names for them. Further, let there be any number of predicates. Beingignorant, one has no idea about who a is and who b is, but assume that onehas learned already that a 6= b. Furthermore, assume that one has no ideaabout the denotations of the predicates.What can one learn? A lot. For example, one can learn that Pa and:Pb; that Qa and Qb; that Rab and :Rba and Raa and :Rbb; and so on.After having learned all this, one seems to know who has the property P :a, and no-one else. About the property Q one knows that it applies both toa and to b. Further, one has the information that a stands to both himselfand to b in the relation R. Imagine that one has gained such informationabout all the predicates.One's knowledge is not con�ned to the denotations of the predicates,one also seems to know a lot about a and b. One knows that a has theproperty P and the property Q, and that he stands in the relation R tohimself and to b. And likewise one has learned a lot about b. Lots andlots of possibilities that one's initial state of ignorance allowed, have beeneliminated. Imagine that, with respect to some �xed set of predicates andconstants, one has learned anything that there is to learn in this way. 35



But even in that case, there are still two basic things one does notknow. And because of that, there are lots of other things one does not knoweither. One's information still supports both 8x3(x = a), and 8x3(x = b).And that leads to a certain type of uncertainty about the predicates, too.Of the predicate P one knows that one individual has that property, butone has no idea who this is. With respect to Q things are di�erent: since oneknows that both a and b have Q, one is certain as to who is Q: everyone. Asfor R, there is again uncertainty. One knows which pairs form its extension,but since these are not all pairs, and since one does not know who a and bare, there is a sense in which one does not know between which individualsthe relation holds.So, although one has learned all there is to learn in this way, one hasnot, and will not, come to know who is a and who is b. This predicamentcan be formulated as follows.De�nition 5.2 Let hr; g; wi 2 I; hr; g0; w0i 2 I.hr; g; wi ' hr; g0; w0i i� there exists a bijection f from D onto D such that:i. For every peg m in the domain of g: g0(m) = f(g(m)).ii. For every individual constant a:w0(a) = f(w(a)).iii. For every n-place predicate P :hd1; : : : ; dni 2 w(P ) i� hf(d1); : : : ; f(dn)i 2 w0(P ).Fact 5.4 Let 0 be the minimal information state.If i 2 0[�1] : : : [�n], then for every i0 ' i, i0 2 0[�1] : : : [�n].What this observation says is this. If one starts out from a state of igno-rance | in which names are not identi�ers | then, no matter how muchinformation one gains by purely verbal means, one will never get to know towhich particular object a given name refers, or which particular objects havewhich properties. To get this kind of information about the world, purelylinguistic means are not su�cient. For identi�cation one needs in additionnon-linguistic sources of information, such as observation.To satisfy this need, deictic demonstratives are added to the inventoryof the language. It is assumed (rather naively) that if a demonstrative isused, an object is observably present in the discourse situation, which canunambiguously be pointed out to the hearer by the speaker.De�nition 5.3i. Let d 2 D. Then thisd is a term. 36



ii. Let i 2 I. Then i(thisd) = d.By de�nition, demonstratives are identi�ers. Once they are added to thelanguage, fact 5.4 no longer holds. Expressions such as thisd = a are nowavailable, which can tell one which object a refers to.Instantiation and GeneralizationIdenti�ers have a special logical role, which, among others, becomes clearfrom their behaviour with regard to instantiation and generalization.Suppose the domain consists of two distinct individuals d and d0. Thestate of total ignorance is updated with the following sentence.(32) a 6= bThe resulting information state, s, supports(33) 3(thisd = a) ^3(thisd = b)But s does not support:(34) 8x3(thisd = x)Actually, s does not even allow (34), despite the fact that s supports thetwo instantiations with a and b|and these are the names of all the objectsaround!The state s does support (35) and (36):(35) 3(thisd = a) ^3(thisd0 = a)(36) 8x3(x = a)However, at the same time the state s is inconsistent with:(37) 3(b = a)which can be straightforwardly derived from (36) by universal instantiation| or so it would seem. In other words, universal instantiation is not alwaysvalid. In particular, things may go wrong if one instantiates with a termwhich is not known to be an identi�er. Likewise, existential generalizationsometimes fails:(38) 8y3(y 6= a) 6j= 9x8y3(y 6= x)Here, too, generalization is not allowed because the constant a is not anidenti�er.6 Concluding RemarksThe aim of the present paper was to present an introduction to dynamicsemantics, and to show that it can be fruitfully applied. Rather than by37



giving a bird's eye view, and advocating the approach by displaying a widerange of empirical applications, we have tried to do so by focussing on amore detailed analysis of a particular set of problems, using a particularlogical language.However, the research that has been carried out in the framework ofdynamic semantics comprises both empirical studies as well as more theo-retical research on a great variety of topics. In what follows, a very briefoverview is given along with some references to readily accessible sources.On the empirical side, the main focus of attention has been the anal-ysis of pronominal co-reference, in particular donkey anaphora and intersen-tential anaphora of various kinds, and related problems, such as the propor-tion problem, modal subordination, symmetric and asymmetric quanti�ca-tion. Such topics are treated in Groenendijk and Stokhof 1991; Groenendijkand Stokhof 1990a; Dekker 1993b; Pagin and Westerst�ahl 1993; Muskens1991. A characteristic feature of the dynamic approach is that it vindicatesthe traditional quanti�cational analysis of inde�nites. This makes it possibleto extend the dynamic view to a theory of dynamic generalized quanti�ers(van Eijck 1993; Chierchia 1992; Blutner 1993; Kanazawa 1994). A dynamictreatment of anaphora and plurals is a closely related topic.Other empirical phenomena that have been studied in a dynamicframework include: implicit information and scripts (Bartsch 1987); verbphrase ellipsis (Gardent 1991; van Eijck and Francez 1994); relational nounsand implicit arguments (Dekker 1993a); temporal expressions (Muskens toappear); existential sentences (Blutner 1993); epistemic modalities (Veltmanto appear; Veltman et al. 1990), questions.Other important areas of application are presuppositions (Zeevat1992), and the analysis of default reasoning (Veltman to appear; Veltmanet al. 1990).Theoretically oriented, logical studies within the �eld of dynamic se-mantics are concerned with the formal properties of various dynamic sys-tems. Some such studies deal with completeness, expressive power, and re-lated topics (van Eijck and de Vries 1992; van Eijck and de Vries to appear).An algebraic view on dynamic semantics is explored in among others vanBenthem 1991b; van Benthem 1991a; Visser 1994.Other theoretical studies are directed towards: a comparison of vari-ous systems (Vermeulen 1993; Groenendijk and Stokhof 1988; Groenendijkand Stokhof 1990b; van Eijck and Cepparello to appear); a study of incre-mentality of contexts (Vermeulen to appear a; Vermeulen 1994b); variousstrategies for dealing with variables (Vermeulen to appear b); the relation-38
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